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Accelerate with Xeon

Intel® Advanced Matrix 
Extensions (AMX)

Enhanced Intel® Software Guard 
Extensions

1 to 8 Socket Support

Intel® Ultra Path Interconnect
(Up to 4 Links @ 16 GT/s)

PCIe 5.0/4.0
80 Lanes

8 DMI 4.0 LINKS

Intel® In-Memory Analytics 
Accelerator (Intel® IAA)

Intel® Data Streaming Accelerator
(Intel® DSA) 

Intel® Dynamic Load Balancer 
(Intel® DLB)

Intel® QuickAssist Technology 
(Intel® QAT)

4th Gen Intel® Xeon® Scalable Processors and Intel® Xeon® CPU Max Series Processors 

* Enabled for WorkStation + vPro SKUs ONLY
** Intel  In-Filed Scan is a new capability available through select providers in 2023

Intel® Advanced Vector 
Extensions for vRAN

High Bandwidth Memory
Support

Intel® In-field Scan **
Intel® Seamless Firmware 

Update

8 Channel DDR5 
Up To 4800 MT/s (1DPC)
Up To 4400 MT/s (2DPC)
16 DIMMS per Socket
New RAS features (Enhanced 
ECC, Error Check & Scrub)

New Integrated 
IP Accelerators

Increased I/O 
Bandwidth 

with PCIe 5.0

Compute Express
Link (CXL) 1.1

4th Gen Intel Xeon 
Scalable Processor

Intel Xeon CPU Max 
Series 

New Integrated 
ISA Accelerators

HW-Enhanced
Security

Increased Memory 
Bandwidth 
with DDR5 

Increased Inter-Socket 
Bandwidth 

with UPI 2.0

Intel® C741 
Chipset

Accelerating Interfacing 
Architecture (AiA)

Optimized Power Mode

Intel® Optane™ SSDs Intel® Agilex™
FPGAs

Intel® Data Center GPU Max Series
Intel® Data Center GPU Flex Series

Intel® Infrastructure Processing Unit 
(Intel® IPU)

INTRODUCING

Intel® Virtual RAID on 
CPU (Intel® VROC)



Accelerate with Xeon

Most built-in accelerators of any CPU

Up to 60 cores 
per processor

Increased memory bandwidth with  DDR5

Increased I/O bandwidth with PCIe 5
80 lanes

Increased inter-socket bandwidth with UPI 2.0

Compute Express Link (CXL) 1.1

Hardware enhanced security

1 to 8 socket scalability
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General Purpose
“Naples”

General Purpose
“Rome”

General Purpose
“Milan”

Technical
“Milan-X”

General Purpose
“Genoa”

Cloud Native
“Bergamo”

Technical
“Genoa-X”

Telco/Edge
“Siena”

Roadmap subject to change



AMD Epyc 9004

Introducing 4th Gen AMD EPYC™ Processors



© Copyright Advanced Micro Devices, Inc, All rights reserved. 

“Zen 4” / “Genoa” SP5 SoC Architecture*

AMD EPYC NDA DECK |  AMD CONFIDENTIAL NDA ONLY

IOD

COMPUTE
• AMD “Zen 4” x86 cores  (Up to 12 CCDs / 96 cores / 

192 threads)
• 1MB L2/Core, up to 32MB L3/CCD
• ISA updates: BFLOAT16, VNNI, AVX-512 (256b data 

path)
• Memory addressability with 57b/52b 

Virtual/Physical Address 

• Updated IOD and internal Gen3 Infinity Fabric 
architecture with up to 32Gbps transfer rate for die-to-
die communication

• Target TDP range: ~200W to ~400W

• Updated RAS

MEMORY

• 12 channel DDR5 with ECC support up to 4800 MHz
• Option for 2, 4, 6, 8, 10, 12 channel memory 

interleaving

• RDIMM, 3DS RDIMM

• Up to 2 DIMMs/channel capacity of 6TB/socket
(256GB 3DSDIMMs)

SP5 PLATFORM
• New socket, increased power delivery and VR 
• Up to 4 links of Gen 3 Infinity Fabric™ with speeds of up 

to 32Gbps
• Flexible topology options

• Server Controller Hub 
(USB, UART, SPI, I2C, etc.)

SECURITY FEATURES
• Dedicated Security Subsystem with enhancements

• Hardware Root-of-Trust, Secure Boot
• SME (Secure Memory Encryption)
• SEV-ES (Secure Encrypted Virtualization & Register 

Encryption
• SEV-SNP (Sercure Nested Paging), AES-256-XTS with 

more encrypted VMs

I/O 
• Up to 160 IO lanes (2P) of PCIe® Gen5, with speeds up to 

32Gbps, bifurcations supported down to x1
• Up to 12 bonus PCIe Gen3 lanes in 2P config (8 lanes 1P)
• 32 IO lanes for SATA 
• SDCI (Smart Data Cache Injection)

• 64 IO Lanes support CXL1.1+ Type 3 (Compute Express 
Link) with bifurcations supported down to x4 (4-ports)

BLUE indicates significant update from “Zen 3” / “Milan”
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© Advanced Micro Devices, Inc

AMD EPYC™ 9004 / 8004 Series - Processor Naming Convention

EPYC™ 9754S CPU
Generation

Product Series 9000 / 8000

Feature Modifier
• “F” = High Frequency
• “N” = NEBS friendly
• “P” = 1P Capable Only
• “S” = Single Threaded
• “X” = 3D V-Cache™Core Count

• Indicates Core Count within the Series

Product Family

100s 
Digit 0 1 2 3 4 5 6 7

Cores 8 16 24 32 48 64 84-96 112-128

Performance
10s digit – Perf w/in Core Count
• 9 = reserved
• 8, 7, 6, 5, 4, 3, 2, 1

Ø Relative Performance w/in core count
Ø Higher number = higher perf

Heart of Market
core numbering



[AMD Official Use Only - Internal Distribution Only]

1P Optimized
9654P
9554P
9454P
9354P

Standard CPUs
9654
9634
9554
9534
9454
9354
9334
9254
9224
9124

Perf / Core Optimized
9474F
9374F
9274F
9174F

1P Optimized
9654P – 96c
9554P – 64c
9454P – 48c
9354P – 32c

Standard CPUs
9754
9754S
9734
9684X
9654
9634
9554
9534
9474F
9454
9384X
9374F
9354
9334
9274F
9254
9224
9184X
9174F
9124

112C - 128C

64C

48C

24C

32C

84C - 96C

OPN Buckets Core Count Grouped CPUs

16C

AMD 3D V- Cache™

9684X
9384X
9184X

Cloud Native 
Optimized

9754
9754S
9734
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AMD Epyc 9004

Designed for High Cache per Core
And Technical Compute Workloads
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AMD EPYC NDA DECK |  AMD CONFIDENTIAL NDA ONLY

• “Genoa-X” will be the 2nd Generation AMD CPU built with true 3D die stacking 

• Cu-Cu bond. No solder bumps.

• Uses same CCD cores as non-stacked “Genoa” CPU

• Socket, Infrastructure, BIOS and Software 
compatible with “Genoa”

• Relieves memory bandwidth pressure and reduces latency

• AMD 3D V-Cache is designed for dramatic out-of-the-box performance uplifts 
across a range of workloads including Commercial HPC apps

• Electronic Design Automation

• Computations Fluid Dynamics

• Relational Databases

• “Genoa-X” is designed to expand workload coverage as ISVs optimize for large cache.

*Preliminary Guidance – Roadmap, features & schedules subject to change
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AMD EPYC NDA DECK |  AMD CONFIDENTIAL NDA ONLY

‘GENOA-X’ SP5 AT A GLANCE
COMPUTE
• AMD “Zen4” x86 cores  (Up to 12 CCDs / 96 cores / 

192 threads)
• 1MB L2/Core, 96MB L3/CCD / Total up to 1152MB L3
• ISA updates: BFLOAT16, VNNI, AVX-512 (256b data 

path)
• Memory addressability with 57b/52b 

Virtual/Physical Address 

• Updated IOD and internal AMD Gen3 Infinity Fabric™
architecture with increased die-to-die bandwidth

• Target TDP range: Up to 400W (cTDP)

• Updated RAS

MEMORY

• 12 channel DDR5 with ECC up to 4800 MHz
• Option for 2, 4, 6, 8, 10, 12 channel memory 

interleaving

• RDIMM, 3DS RDIMM

• Up to 2 DIMMs/channel capacity of 6TB/socket
(256GB 3DS RDIMMs)

SP5 PLATFORM
• New socket, increased power delivery and VR 
• Up to 4 links of Gen3 AMD Infinity Fabric™ with speeds 

of up to 32Gbps
• Flexible topology options

• Server Controller Hub 
(USB, UART, SPI, I2C, etc.)

SECURITY
• Dedicated Security Subsystem with enhancements

• Hardware Root-of-Trust

I/O 
• Up to 160 IO lanes (2P) of PCIe® Gen5, with speeds up to 

32Gbps, bifurcations supported down to x1
• Up to 12 bonus PCIe Gen3 lanes in 2P config (8 lanes–1P)
• Up to 32 IO lanes for SATA 
• SDCI (Smart Data Cache Injection)

• 64 IO Lanes support CXL1.1+ with bifurcations supported 
down to x4

BLUE indicates significant update from “Milan”
ORANGE indicates difference from “Genoa”

IOD
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*Preliminary Guidance – Roadmap, features & schedules subject to change
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AMD Epyc 9004 – 97X4 

Optimized for Cloud Native Workloads
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“Zen4c” Chiplets
“Zen4” Chiplet

§ Optimized for perf/core
§ 1MB L2 cache per core
§ 32MB of shared L3 cache per CCD

§ Optimized for perf/watt
§ 1MB L2 cache per core
§ 16MB of shared L3 cache per CCX
§ 32MB of shared L3 cache per CCD

“Zen4c” Chiplet

Logically Similar (same ISA, L1 & L2 cache)
Implementation changes in “Zen4c” are transparent from SW perspective
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PG. 21 | AMD EPYC™ 9004 Processors Update – June 2023

COMPUTE

• AMD “Zen4c” x86 cores (Up to 8 CCDs / Up to 128 cores / 
256 threads)

• 1MB L2/Core, 2x 16MB L3 CCX per CCD
• ISA updates: BFLOAT16, VNNI, AVX-512 (256b data path)
• Memory addressability with 57b/52b VA/PA

• Updated IOD and internal AMD Gen3 Infinity Fabric™
architecture with increased die-to-die bandwidth

• TDP range: up to 400W (cTDP)

• Updated RAS

MEMORY

• 12 channel DDR5 with ECC up to 4800 MHz
• Option for 2, 4, 6, 8, 10, 12 channel memory interleaving

• RDIMM, 3DS RDIMM

• Up to 2 DIMMs/channel capacity of 12TB per 2 socket 
system (based on 256GB 3DS DIMMs with 2 DIMMs per 
Channel support)

SP5 PLATFORM

• New socket, increased power delivery and VR 
• Up to 4 links of Gen3 AMD Infinity Fabric™ with speeds of up to 

32Gbps
• Flexible topology options

• Server Controller Hub 
(USB, UART, SPI, I2C, etc.)

SECURITY FEATURES
• Dedicated Security Subsystem features with enhancements

• Hardware Root-of-Trust

I/O 
• Up to 160 IO lanes (2P) of PCIe® Gen5, with speeds up to 

32Gbps, bifurcations supported down to x1
• Up to 12 bonus PCIe Gen3 lanes in 2P config (8 lanes 1P)
• 32 IO lanes for SATA 
• SDCI (Smart Data Cache Injection)

• 64 IO Lanes support CXL™1.1+ with bifurcations supported 
down to x4

ORANGE indicates difference from “Zen4” and “Zen4c"

4TH GEN EPYC WITH AMD BERGAMO

IOD
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AMD EPYC™ 7002 SERIES PROCESSORS STORY FOR HPC    |  APRIL 2020



PMIC
DDR5 modules feature Power Management Integrate Circuits (PMIC for short), which help regulate the 
power required by the various components of the memory module (DRAM, Register, SPD hub, etc).  For 
server class modules the PMIC uses 12V, and for PC class modules the PMIC uses 5V.  This makes for 
better power distribution than previous generations, improves signal integrity, and reduces noise.

SPD Hub
DDR5 utilizes a new device integrating the Serial Presence Detect (SPD) EEPROM with additional hub 
features, managing access to the external controller and decoupling the memory load on the internal bus 
from external
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Děkuji za pozornost


