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Context: Rossum Mission

A person to handle a million transactions in a year.

TYPICAL PROCESS LATENCY:

erate this image.
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SOMEONE COPIES AND PASTES DATA
FROM A THING INTO ANOTHER THING:

2-15 MINUTES
(MORE IF THE PERSON ON CALL IS BUSY)

* Disclaimer: Al may or may not have been used to gen:
SQSZ/UJOD'DO)]X//ZSCIHH :224n0S
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Problem: Key Information

INVOICE

VENDOR DETAILS

Lacté
60 Route de Luzinay
38540 Paris

lacte.incredible.bureau@gmail.com
VAT ID FR5684583

BILL TO
Dairy Products Ltd
12-13 Waterloo Rd

London NW2 7UH, UK
+447911 123456

ROSSUM

Due date
SHIP TO
Dairy Products Ltd

Harbour House 12
Marine Parade, Dover CT17

+44 7911 123471

DATE
10/1/2021

INVOICE NO.

435321

10/6/2021

Localisation & Extraction

vendor address
Lacté

60 Route de Luzinay
38540 Paris

vendor tax ID
FR5684583

date issue
10/1/2021

document ID
435321

date due
10/6/2021

customer delivery address
Dairy Products Ltd
Harbour House 12

Marine Parade, Dover (T17

customer billing address
Dairy Products Ltd

12-13 Waterloo Rd

London NW2 7UH, UK



roblem: Key Information Localisation & Extraction

¢ Reviewing — ) Powered by Rossum @ Help

invoice

Code Total (ex)
AAE108540-730 | 3 134400
Aquadapt #10 EPDM Black 400-730mm

Aquadapt #10 EPDM Black 400-730mm | Each 979.56
Description

AATFG75-325;

Adqiadapt #4 EPDM Gréy 75135

AFE4T0-120

FlasRIte #4 EPDM Giéy 90150}

AASAH75-154

‘Aqk{auagt ){4 S]hcanf RED If:—l'JEm\rt\

AFT6R150-232

FlashRite #6 Siicone Red 150-230m

ASE1R5-37.

Smlal EPDM #1°Black 5-45mimj

VETF4B:5,

¢4 Aliifii EPDM BIack 50170111 5 pk
AUSTRALIAN OWNED AND M,

Refer to Terms and conditions of sale - www/
It paying by bank deposit, please f

Line Items

Line item

‘Aquadapt #10 EPOM Black 4

Extract complex li
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Approach: Our ML Pipeline to Solve KILE

Step 1. OCR

IIIIII

INVOICE

VENDOR DETAILS

Route
38540 Paris
38540 Paris
|acte. incredible.bure au@gmail.com
Iacte.lncredIblefl)ureau@gmail.com
VAT ID_ - FR5684583
VAT ID - FR5684583

ROSSUM

Step 2: Embedding Step 3: Classification

Secondary




Approach: Our ML Pipeline to Solve KILE

Step 1: OCR

INVOICE

INVOICE

VENDOR DETAILS
VENDOR DETAILS
Lacte

Lacté

60 Route de Luzinay

60 Route de Luzinay

....
lacte. incredible.bure au@gmail.com .
Iacte.|ncred|b|e.13ureau@gmall.com

VAT D FR5684583

VAT ID - FR5684583
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Step 2: Embedding
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Step 3: Classification




Step 1. OCR

INVOICE

“That’s 40-year old problem that is solved”
— our beginnings at StartupYard (2016) bon Dethvs

Lacte DATE
60 Route de Luzinay 10/172021
38540 Paris INVOICE NO.
Yann LeCun & lacte.incredbie bireau@gmail.com 435321
VAT ID - FR5684583 _
Due date 10/6/2021
- BILLTO SHIP TO
Nice. Dairy Products Ltd Dairy Products Ltd
This used to be really, really hard. 1213 Waterloo Rd Harbour House 12
London NW2 70H, UK z;s.'aLer(- Parade, Dover CT17
‘3 Vik Paruchuri & +44 7911 123456 +44 7911 123471
Announcing surya - a multilingual text line detection model for documents. It
gives you accurate line-level bboxes and column breaks. DESCRIPTION ary puce  TOTAL
Find it here - github.com/VikParuchuri/s... . 001 SKU-582372 90 itr 1920 1728.00
o Créme liquide semi ébaisse Iegm 4% Mat.Gr.
And Restricting Tradel ) First Black Woman] Country of Origin: France Ship Date: Jan 10. 2021
1 : : S
UN. Pulls Russia From Rights Council = ]
] /s Russia From 7s ouncil —Vote Is 5347 e Ty otk % 252 00

By CARL D

W ANNIE K Beurre Demi-sel Moulé de B'I'él‘agne

Allergens: Lactose

Country of Origin: France Ship Dete Jan 102021

003 SKU-649293 70 pes 4.80 336.00

Beurre Doux Tendre

Country of Origin: France Ship Date: Jan 10. 2021

ROSSUM



Step 1. OCR

Text Localisation: variant of DBNet
(github:open-mmlab/mmocr)

Text Detection: variant of OCkKRE

(aithub:rossumai/OCkRE)

Training Data: Use PDFs + PDF parser

(pypi:pvython-poppler)

Rossum history remark

e We used to crawl the Internet and scrape
Uloz.to for PDF documents to train our first

version of OCKRE.

ROSSUM

INVOICE
VENDOR DETAILS
Lacte DATE
60 Roite de Luzinay 10/172021
38540 Paris INVOICE NO.
Iscie incredibie bireau@gmail com 435321
VAT ID - FR5684583 —_— 7
Doe date 10/6/2021
BILLTO SHIP TO
Bauy i’lo&ucls le ijalry i’r})&ucls le
1213 Waterloo Rd ﬁa[buu{ﬁi?hse 1'2'
London Nw2 50, UK gﬁ;&me Parade, Dover CT17
+447911 123456 +44 7911 123471
ITEM DESCRIPTION ary Fl:?I::i TOTAL
001 SKU-582372 80 ir 1920 172800
Créme liquide semi épaisse légére 4% Mat.Gr.
Country of Origin: France Ship Date: Jan 10. 2021
002  SKU-989834 100 pes 526  526.00

Beurre Demi-sel Moulé de 'B;.e't'ngne
Allergens: Lactose o g gm e
Country of Origin: France Ship Dalez\an 110. 2021
003  SKU-649293 70 pes 480  336.00
Beurre Doux Tendre
Country of Origin: France Ship Date: Jan 10. 2021


https://github.com/open-mmlab/mmocr
https://github.com/rossumai/OCkRE
https://pypi.org/project/python-poppler/

Step 2: Embedding

Turning Layout and Text information into vectors
encoding semantic meaning.

Variant of LLM inspired by models like hf:BERT/RoBERTq,

hf:LayoutXLM, hf:UDOP.

e Encoder: “embedding quality control”
o  MLM pre-training in distribution documents.
o Use layout (bounding boxes) during training.

e Decoder: “enhancing embeddings”
o Its training is optional.

o MVM -filling the “blanks” in the covered parts

of the document.

ROSSUM
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https://huggingface.co/docs/transformers/model_doc/roberta
https://huggingface.co/docs/transformers/model_doc/layoutlmv3
https://huggingface.co/ZinengTang/Udop

Step 2. LLM Pre-training via M(V)LM

INVOICE

VENDOR DETAILS
Lacté

60 Route de Luzinay
38540 Paris

lacte.incredible.bureau@gmail.com
VAT ID - FR5684583

BILL TO

Dairy Products Ltd
12-13 Waterloo Rd
London NW2 7UH, UK
+447911 123456

ROSSUM

DATE
10/1/2021

INVOICE NO.

435322

Due date 10/3/2021
SHIP TO

Dairy Products Ltd

Harbour House 12

Marine Parade, Dover CT17
9BU

+447911 123471

DATASET

INVOICE”, [476, 295, 618, 326]),

‘"VENDOR” [475, 420, 533, 433]),

("
("
(“DETAILS”, [534, 418, 591, 434]),
(

DATE” [1134, 456, 1175, 471]),

INVO )ICE VENDOR

DATE




Step 2. LLM Pre-training via M(V)LM

VENDOR DETAILS

60 Route de Luzinay 10/1/2021
38540 Paris INVOICE NO.
lacte.incredible.bureau@gmail.com 435322
VAT ID - FR5684583

Due date 10/3/2021
BILLTO SHIP TO
Dairy Products Ltd Dairy Products Ltd
12-13 Waterloo Rd Harbour House 12
London NW2 7UH, UK g/lBaLere Parade, Dover CT17
+447911 123456 +447911 123471

ROSSUM

DATASET - TRAINING BATCH

([MASKED], [476, 295, 618, 326]),
(“VENDOR"”, [475, 420, 533, 433]),
(“DETAILS”, [???, ???, ???, ???]),
(“DATE”, [1134, 456, 1175, 471]),

INVO| )ICE | | vevoor

TRAINING OBIJECTIVE: “Fill in the blanks”




Step 2. LLM Pre-training via M(V)LM

D 'al 't e M Text Characters
'0''n''D''e' ‘¢’ ... > [ Embeddings } D

OO0000000O

Date: Mon, Dec oAc“R (ﬁ Atct::r)\&t;ison ..
11,1995... | ™ oo & Vision
Unified E Decoder
= H — | Encoder | | |
—— .; — - -
— | _

. Vision-Text Output Embed C] Character Embed =" | Image Patch
D Placeholder Embed - Masked D Placeholder Embed - Not Masked
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Step 3: Classification

LLM turns (localised) text into vectors encoding semantic meaning.

Here we can lean on vast collection of classic ML models: SVM,
LogisticRegression, etc.
e One of the go-to libraries in Python: pypi:scikit-learn

Dataset: human-annotated documents - e.g. Rossum Ul (Slide 4)
e Data points are (field type, location, text).
e This are turned using LLMs into “classical” dataset of 2-tuples:
o (embedding vector, class/number representing the field type)

Pre-training and Classification can be trained jointly — no need for
separate model... has also other advantages.

ROSSUM


https://pypi.org/project/scikit-learn/

Training: Self-supervised vs Supervised

Foundation Transformer
120 Itr 1.80 216.00

Ship Date:{Jan 10. 2021

Self-supervised training
Train to predict missing data on
millions of pages of (unlabelled)
documents.

: detected & extracted text
-‘ Embedding =

Transformer internal
representation of the
detected text.

Task-specific model
120 Itr 180  216.00

Ship Date:Jan 10. 2021

UBTOTALH ) 2 926.00 €
AT (20%)H)

ToTALFO

[72]
-

amount_subtotal
amount_tax

amount_total

144

Supervised training
Training across many datasets of
annotated documents: Rossum
datasets, customers annotated
documents.

ROSSUM




Reflection: Discriminative vs Generative Al

Reading an invoice is discriminative task:

4%y PHILIP MORRIS

BENSON&HEDGES

“Specialist”
- Fixed to a particular task (e.g. set of fields)
- Efficient & effective
- Less prone to simple mistakes

ROSSUM

Reading an invoice as generative task:

{
“Invid”: “99999999,

—+  “Due” “$4,505.49",
“Rept”: “Philip Morris”,

e }

LB
Il
i

> Who is the recipient?
> Philip Morris Valued Customer

> How much is due?
> Balance due is $4,505.49

“Generalist”

- Creative (but can invent nonsense)
- Versatile, handles the unexpected
- Deeper understanding of reality



Ups... That's not All for the End-to-End Automation.

For practical purposes of any Al —the model

1.0
needsto be able to express the level of B Outputs B Outputs
confidence in its predictions. 0.8 ||Ezm Gap EZA Gap
g 0.6
One way to tackle this is to make the final 3
L . 8 0.4
model predictions calibrated. <
0.2
Luckily, this can be reduced to a classical Al 0.0 Brporsdtd Brpor=3D.6
prob|em (see Probability calibration 0.0 0.2 04 0.6 0.8 1.0 0.0 0.2 04 06 0.8 1.0
@scikit-learn) Confidence

ROSSUM


https://scikit-learn.org/stable/modules/calibration.html

What are the Results / Impact of Rossum LLMs?

N\ H
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Coming Soon...

INTRODUCING

Rossum Aurora.
Elevating Accuracy

to New Heights.
ROSSUM FEBRUARY 27 | 15:00 CET

Register on

ROSSUM


https://rossum.ai/rossum-aurora-launch-webinar/

Software & Hardware

SM[™FOL

SSSSSS




Software & Hardware

2017 - We Launch Rossum

“7GForce” - Our GPU “cluster™:

o 4x GeForce GTX 1080Ti
e 3x GeForce GTX 1070
e 40 CPUs/ 128 GBRAM

All technology up to the “LLM era” Rossum could
have been built using this.

e Prioritisation of experiments would be the

challenge.
e True to be told, we've been also using AWS

a lot.

ROSSUM




Software & Hardware

2018 - We grow and so does our compute.
Adding 4 “Ry-cka” to our “cluster™:

o 12x GeForce GTX 1070

o 4x GeForce GTX 1080Ti

e 16 CPUs/64 GB (each)
= 23 GPUs in total.

Has been enough for us until “recently” — LLMs
started.

ROSSUM



Software & Hardware

2022 - 2023 - Latest upgrades to our
cluster for the “LLM era™

Adding “Helena™:

e 8xAl100 GPUs
e 128 CPUs/2T RAM

Adding “Sulla:

e 8x RTX 6000 Ada
e 128 CPUs/2T RAM

ROSSUM



Software & Hardware - when things go wrong :/

ROSSUM




Takeaways

ML Pipeline for Key Information Localisation and Extraction
e 4 Stages: OCR » LLM » Classification » Calibration
e Can be built on top of open-source software and models:
o Data can be a challenge for fine-tuning, not for pre-training of LLMs.,
o Compute can be a challenge:
m Butyou can go far with “relatively” little.
m Modern fine-tuning techniques exist (leverage the open-source!)
e How LLMs are trained and how it works.
e What are pros and cons of Discriminative vs Generative approaches.

What is possible when this is put in practice?
e Come tosee us at our Rossum Aurora Product Launch

ROSSUM


https://rossum.ai/rossum-aurora-launch-webinar/

Thank you

ROSSUM



